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Abstract—To meet the demand of increasing mobile data traffic
and provide better user experience, heterogeneous cellular net-
works (HCNs) have become a promising solution to improve both
the system capacity and coverage. However, due to dense self-
deployment of small cells in a limited area, serious interference
from nearby base stations may occur, which results in severe
performance degradation. To mitigate downlink interference and
utilize spectrum resources more efficiently, we present a novel
graph-based resource allocation and interference management
approach in this paper. First, we divide small cells into cell clus-
ters, considering their neighborhood relationships in the scenario.
Then, we develop another graph clustering scheme to group user
equipment (UE) in each cell cluster into UE clusters with mini-
mum intracluster interference. Finally, we utilize a proportional
fairness scheduling scheme to assign subchannels to each UE
cluster and allocate power using water-filling method. To show the
efficacy and effectiveness of our proposed approach, we propose a
dual-based approach to search for optimal solutions as the baseline
for comparisons. Furthermore, we compare the graph-based ap-
proach with the state of the art and a distributed approach without
interference coordination. The simulation results show that our
graph-based approach reaches more than 90% of the optimal
performance and achieves a significant improvement in spectral
efficiency compared with the state of the art and the distributed
approach both under cochannel and orthogonal deployments.
Moreover, the proposed graph-based approach has low computa-
tion complexity, making it feasible for real-time implementation.

Index Terms—Cluster, graph based, heterogeneous networks,
resource allocation, small cell.
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I. INTRODUCTION

W ITH the ever-increasing demand of wireless services
and exponential increase in mobile data traffic driven

by widely used wireless smart devices (smartphones, tablets,
laptops, etc.), future cellular networks face a great challenge
to meet this overwhelming demand of network capacity. The
Global Mobile Data Traffic Forecast Report provided by
Cisco predicts that the global mobile data traffic will reach
15.9 EB (1 EB = 1018 B) per month or a run rate of 190 EB
annually by 2018 [1]. A small-cell or heterogeneous cellu-
lar network (HCN) is considered one of the most promising
technologies for enhancing coverage and capacity of wireless
networks. However, the widespread deployment of small cells
inevitably brings severe interference among user equipment
(UE). Due to the unplanned and dynamic feature of small cells,
interference coordination among them is much more challeng-
ing than that in traditional macrocell networks. Long-Term
Evolution (LTE) and the following standards have developed
a wide range of physical-layer techniques such as backhaul-
based signaling and beamforming to mitigate interference [2].
However, this research direction is still in its infancy. There is
still a huge space for improvement in the context of resource
allocation and scheduling.

Resource allocation in orthogonal frequency-division mul-
tiplexing (OFDM)-based wireless networks have been exten-
sively studied as OFDM has become the core technology of
contemporary wireless networks. In OFDM-based networks,
subchannels and power are the two main resources that need to
be reasonably assigned to improve the system performance. In
LTE HCNs, base stations are denoted by e-NodeBs (eNBs). In
the downlink scenario, subchannels and power are assigned by
the eNBs taking the channel state information (CSI) and quality
of service (QoS) requirements into account.

The joint allocation of subchannel and power is considered
an NP-hard problem in OFDM-based wireless networks [3]. In
this paper, we propose a novel graph-based approach combining
cell clustering and UE clustering to mitigate interference and
allocate resources in small-cell networks. Cell clustering and
UE clustering are considered two graph-partitioning manipula-
tions. To begin with, we aggregate small cells into cell clusters
based on their neighboring relations. We further develop a
UE clustering scheme to group UEs in each cell cluster into
UE clusters with minimum intracluster interference. Then, we
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adopt a proportional fair subchannel allocation method that
assigns subchannels to the UE clusters of each cell cluster.
Finally, we apply water-filling method [4] in each cell to
optimize power in their assigned subchannels. We evaluate
this method in both cochannel and orthogonal deployments. In
cochannel deployments, macro and small cells operate on the
same frequency band, whereas in orthogonal deployments, the
spectrum is divided into two parts, with one part allocated to
the macrocells and the other to the small cells. Cochannel
deployments are often utilized when the spectrum is limited,
whereas orthogonal deployments mitigate interference at the
cost of available spectrum resource. In cochannel deployments,
the closer a small-cell eNB (SeNB) to a macrocell eNB
(MeNB), the smaller coverage it has due to interference. On
the contrary, in orthogonal deployments, the coverage of small
cells is not affected by the MeNBs.

The major contributions of this paper are summarized as
follows.

1) We propose a novel graph-based approach combining
cell clustering and UE clustering to mitigate interfer-
ence and allocate resources in small-cell networks. The
proposed graph-based approach has low complexity and
near-optimal performance, which is feasible for real-time
implementation.

2) We introduce a graph-partitioning scheme called cell
clustering, which adopts the homogeneous Poisson point
process model of SeNBs to decide their downlink cover-
age and aggregates small cells into cell clusters based on
their neighboring relations. This manipulation can reduce
the complexity of the problem significantly, particularly
in dense small-cell network scenarios.

3) We define weighted graphs to represent the interfer-
ence relationships of UEs and develop another graph-
partitioning scheme named UE clustering, which divides
the UEs in the same cell cluster into UE clusters with
minimum intracluster interference.

4) We present a dual-based approach to obtain the optimal
solution, which provides a baseline to evaluate the graph-
based approach.

5) We evaluate the performance of the proposed graph-based
approach with extensive simulations and compare it with
the state of art and two baseline approaches, which are
the dual-based approach and the distributed approach
without interference coordination. The results show that
the graph-based approach can achieve an outstanding
tradeoff between performance and efficiency.

The remainder of this paper is organized as follows. We
briefly summarize the existing work in Section II. Section III
gives an overview of the system model and formulates our de-
fined problem. Section IV proposes our graph-based approach
in three steps. In Section V, we introduce a dual-based approach
to search for the optimal solution of the problem. To show the
efficacy and effectiveness of our proposed approach, we provide
simulation results in Section VI. Finally, Section VII concludes
this paper.

II. RELATED WORK

There are two kinds of interference existing in LTE HCNs,
i.e., cotier interference and cross-tier interference [5]. In a two-
tier HCN, cotier interference occurs between small cells when
they have overlapping coverage, whereas cross-tier interference
occurs between a macrocell and a small cell when the SeNB is
in the coverage of the macrocell. Resource allocation consider-
ing interference coordination is a hot topic in LTE networks
and has been widely studied [6]–[8]. These approaches are
generally based on adaptive subband scheduling and time-
domain resource partitioning. There are several heuristics to
resolve this problem in the existing literature [9]–[12], which
resort to intelligent algorithms or game theory. Unfortunately,
these methods usually require a relatively long time to converge
to a solution, so that it is hard to support real-time applications.

Recently, graph-based methods have attracted the attention
of researchers considering their low computational complexity
and good performance [13]. In this context, a typical graph is
the interference graph representing the interference relation-
ships among vertices. In [14], two categories of interference
graphs are introduced. One is called the conflict graph [15],
where the edges denote critical interference. Two vertices of
such a graph can only have a connecting edge when one
imposes interference on the other and vice versa. The second
type of graph is the weighted graph [16]. The weight of an edge
in such a graph represents the interference strength between its
two connecting vertices.

In general, vertices represent eNBs or UEs. For the graphs
that take eNBs as vertices, a common method to mitigate inter-
ference is to aggregate eNBs into clusters and assign different
subchannels to different clusters [13], [17]. The edges represent
the potential cochannel interference between eNBs, and graph
coloring is often used for cluster segmentation. The problem of
this method is that further partitioning on the subchannels may
lead to inefficient spectrum usage. More importantly, since the
spectrum resources are allocated in the unit of subchannel or
resource block in downlink LTE systems, fewer UEs would be
served if the number of subchannels available for an eNB is re-
duced. The problem is even worse in small-cell networks due to
their highly dynamic nature. For the graphs that consider UEs as
vertices in small-cell networks, we can only find limited work
from the existing literature. The difficulty lies in two aspects.
The first one is the definition of the metric for the potential
interference relationships among UEs. The second is dealing
with the large scale of the problem. As we know, there are
usually many more UEs than eNBs in the network. In particular,
when the deployment of small cells becomes dense, placing all
UEs in the graph results in squared increment in the number
of edges as we consider the interference relationship between
each UE pair. Consequently, we need to find an efficient way to
reduce the scale of the graph.

In our previous work [18], we proposed a simple graph-
based approach that considers the typical coverage of small
cells and the relative channel gain of UEs as the metric. Based
on the previous work, we propose an improved graph-based
approach including cell clustering and UE clustering in this
paper. Cell clustering is designed according to the distribution
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Fig. 1. Typical two-tier HCN.

of downlink signal-to-interference-plus-noise ratio (SINR) of
eNBs to reduce the scale of the problem by splitting the original
graph of eNBs into cell clusters. UE clustering is conducted
using a new metric named relative interference in each cell
cluster. Finally, subchannels are assigned among UE clusters
in each cell cluster, and transmit power is allocated in each cell.

III. SYSTEM MODEL AND PROBLEM FORMULATION

Here, we introduce the system model and present the prob-
lem formulations for cochannel and orthogonal deployments.

A. System Model

In this paper, we consider a two-tier HCN that consists of
a macrocell and several small cells. Fig. 1 shows a typical
network. The set of small cells is represented by the set S =
{1, 2, . . . , S}. To model a real scenario, the small cells are arbi-
trarily distributed inside the network. The MeNB and all SeNBs
are connected to a local gateway, which works as a centralized
controller and manages the scheduling and resource allocation
task in the network [19]. The physical channels between eNBs
and UEs are modeled by frequency-selective Rayleigh fading
on top of distance-based attenuation. At the beginning of each
time slot, a training process is conducted for the centralized
controller or eNBs to obtain global CSI. Research on efficient
channel training and estimation methods has been reported in
[20] and [21]. Training and estimation are performed at the
eNBs to obtain the channel gains from them to the UEs. Finally,
all these acquired channel gains are notified to the centralized
controller. Channel estimation or channel prediction has been
studied extensively in the past several years in the context of
OFDM [22], [23]. These studies have been shown to improve
the robustness of the system and reduce the amount of feedback
overhead. We assume ideal channel condition in this paper. The
notations used in the system model are summarized in Table I.

For notational simplicity, we use subscripts “m” and “s” to
distinguish the attributes of the parameters, where “m” implies
that the parameter is associated with the macrocell, whereas “s”
indicates that the parameter is used for small cells. We assume
that there are Mm UEs in the macrocell and Ms,i UEs in small
cell i, where Ms =

∑
i∈SMs,i, and M = Mm +Ms. We de-

fine Mm and Ms,i(i ∈ S), respectively, as the set of UEs in the
macrocell, i.e., macrocell UEs (MUEs), and the sets of UEs in
the small cells, i.e., small-cell UEs (SUEs). The total spectrum
is divided into N subchannels, and the set of the subchannels
is given by N = {1, 2, . . . , N}. In cochannel deployments, all
subchannels are shared by the two tiers, while in orthogonal
deployments, we assume that there are Nm subchannels as-
signed to macrocell and Ns = N −Nm subchannels assigned
to small cells. Nm and Ns are the sets of subchannels assigned
to the macrocell and small cells, respectively. For simplicity, we
assume that the MeNB and SeNBs are equipped with omnidi-
rectional antennas and their maximum transmit power levels are
denoted by Pm and Ps,i(i ∈ S), respectively. Furthermore, we
assume that the coverage areas of the eNBs are determined by
their downlink SINR distribution. The coverage areas of cells
in cochannel deployments and orthogonal deployments can be
quite different because of cross-tier interference in cochannel
deployments, i.e., the MeNB and SeNBs interfere with each
other. On the other hand, in orthogonal deployments, there is
no cross-tier interference.

In cochannel deployments, if the MeNB transmits data
to MUE k through subchannel n, the MUE receives inter-
ference from SeNBs. As a result, the SINR at the MUE
can be expressed as γm,k,n = pm,k,ngm,k,n/(

∑
i∈S

∑
q∈Ms,i

ps,i,q,ngs,i,k,n + δ2), where pm,k,n is the allocated power for
MUE k on subchannel n by the MeNB, gm,k,n is the channel
gain from the MeNB to MUE k on subchannel n, ps,i,q,n is
the allocated power for SUE q on subchannel n by SeNB
i, gs,i,k,n is the channel gain between SeNB i and MUE k
on subchannel n, and δ2 is the power of thermal noise per
subchannel. Similarly, for SUEs, if SeNB i transmits data
to SUE k through subchannel n, the corresponding SINR at
the SUE is γs,i,k,n = ps,i,k,ngs,i,k,n/(

∑
q∈Mm

pm,q,ngm,k,n +∑
j∈S,j �=i

∑
q∈Ms,i

ps,j,q,ngs,j,k,n + δ2).
In orthogonal deployments, the SINR at MUE k from the

MeNB and SUE k from SeNB i are, respectively, γm,k,n =
pm,k,ngm,k,n/δ

2 and γs,i,k,n = ps,i,k,ngs,i,k,n/(
∑

j∈S,j �=i∑
q∈Ms,i

ps,j,q,ngs,j,k,n + δ2).
The Shannon capacity that can be achieved by MUE k from

the MeNB and SUE k from SeNB i are represented byRm,k,n=
log2(1+Γ·γm,k,n) and Rs,i,k,n=log2(1+Γ · γs,i,k,n), respec-
tively, where Γ indicates the SINR gap under a given bit error
rate (BER) and is defined as Γ=−1.5/ ln(BER) [24].

The optimization problem explained herein is to find the
optimal resource (subchannel and power) allocations that max-
imize the overall network capacity. Let wm,k and ws,i,k be
the weights that are assigned, respectively, to MUE k and
SUE k based on fairness considerations. Binary variable xm,k,n

indicates if subchannel n has been assigned (xm,k,n = 1) or
not assigned (xm,k,n = 0) to MUE k. Similarly, xs,i,k,n is the
indication variable of the subchannel assignment for SUE k in
small cell i.

B. Problem Formulation for Cochannel Deployments

Based on the given definitions, the problem in cochannel
deployments can be formulated as a capacity maximization
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TABLE I
NOTATION SUMMARY OF SYSTEM MODEL

problem as follows:

max
∑

k∈Mm

wm,k

∑
n∈N

xm,k,nRm,k,n

+
∑
i∈S

∑
k∈Ms,i

ws,i,k

∑
n∈N

xs,i,k,nRs,i,k,n

s.t. C1 : xm,k,n ∈ {0, 1} ∀ k ∈ Mm, n ∈ N

C2 : xs,i,k,n ∈ {0, 1} ∀ i ∈ S, k ∈ Ms,i, n ∈ N

C3 : pm,k,n ≥ 0 ∀ k ∈ Mm, n ∈ N

C4 : ps,i,k,n ≥ 0 ∀ i ∈ S, k ∈ Ms,i, n ∈ N

C5 :
∑

k∈Mm

xm,k,n ≤ 1

C6 :
∑

k∈Ms,i

xs,i,k,n ≤ 1 ∀ i ∈ S

C7 :
∑

k∈Mm

∑
n∈N

pm,k,n ≤ Pm

C8 :
∑

k∈Ms,i

∑
n∈N

ps,i,k,n ≤ Ps,i ∀ i ∈ S (1)

where the objective represents the weighted summation of the
total capacity of the system. C1, C2, C5, and C6 are the Boolean
constraints for subchannel assignments, which indicate that a
subchannel can be assigned to one UE at most. C3, C4, C7, and
C8 are the linear constraints for power allocations, including
individual power and total power constraints.

C. Problem Formulation for Orthogonal Deployments

In orthogonal deployments, the macrocell and small cells can
be treated independently because they do not interfere with each
other. For the macrocell, we can utilize the traditional single-

cell resource allocation scheme [25], whereas for small cells,
the problem can be presented as

max
∑
i∈S

∑
k∈Ms,i

ws,i,k

∑
n∈Ns

xs,i,k,nRs,i,k,n

s.t. C9 : xs,i,k,n ∈ {0, 1} ∀ i ∈ S, k ∈ Ms,i, n ∈ Ns

C10 : ps,i,k,n ≥ 0 ∀ i ∈ S, k ∈ Ms,i, n ∈ Ns

C11 :
∑

k∈Ms,i

xs,i,k,n ≤ 1 ∀ i ∈ S

C12 :
∑

k∈Ms,i

∑
n∈Ns

ps,i,k,n ≤ Ps,i ∀ i ∈ S (2)

where the objective expresses the weighted summation of the
capacity of all small cells. C9 and C11 are the Boolean con-
straints for subchannel assignments. C10 and C12 are the linear
constraints for power allocations.

The optimization problems (1) and (2) are mixed-integer
programming problems, which have been proven to be NP-hard
[3]. Therefore, searching global optimal solutions in the whole
solution space typically involves exponential computational
complexity. To solve the problems in a feasible way, we propose
a low-complexity graph-based approach in Section IV and a
dual-based approach in Section V.

IV. PROPOSED GRAPH-BASED APPROACH

Here, we introduce the graph-based downlink interference
coordination and resource allocation approach, which assigns
subchannels and power among UEs in the system that has been
described earlier. The proposed graph-based approach includes
three steps, which are 1) cell clustering, 2) UE clustering,
and 3) subchannel and power allocation. Cell clustering aims
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to aggregate small cells into cell clusters. UE clustering is
designed to group UEs in each cell cluster into UE clusters
with minimum intracluster interference. Subchannel allocation
is conducted among UE clusters in each cell cluster, and power
allocation is carried out in each cell.

A. Cell Clustering

The small cells that are closer to each other impose higher
interference on the UEs inside. A simple idea is using these
relations to deal with these cells together instead of handling
individual small cell independently. We do not tackle them all
together since the scale of the graph for UE clustering will be
extremely large when the deployment of small cells is very
dense. We first check all small cells in the network to determine
whether there is neighboring relation between any two cells.
Based on the neighboring relations, we construct the first type
graph, in which vertices represent the S SeNBs. The edges
describe the neighboring relations among the SeNBs. Two
vertices are connected if they are neighbors. Second, we divide
the graph into several cell clusters based on their neighboring
relations. Although cell clusters are constructed from closer
small cells, we take the interference from far away small cells
into account while calculating interference.

The neighboring relationships are decided based on the SINR
distribution of the eNBs. We model the SeNBs with a homoge-
neous Poisson point process [26] and denote the SINR by γ̂. In
cochannel deployments, we define the SINR at a typical UE as

γ̂m(x, y) =
PmLossm(x, y)∑

i∈S Ps,iLosss,i(x, y) +Nδ2
(3)

where (x, y) is the coordinate of the UE, Lossm(x, y) is the
path loss between the MeNB and the UE, and Losss,i(x, y) is
the path loss between SeNB i and the UE.

The received SINR of SeNB i at (x, y) is

γ̂s,i(x, y) =
Ps,iLosss,i(x, y)

PmLossm(x, y) + Îs,i(x, y) +Nδ2
(4)

where Îs,i(x, y) =
∑

j∈S,j �=i Ps,jLosss,j(x, y).
In orthogonal deployments, γ̂m(x, y) and γ̂s,i(x, y) are

given by

γ̂m(x, y) =
PmLossm(x, y)

Nmδ2
(5)

γ̂s,i(x, y) =
Ps,iLosss,i(x, y)∑

j∈S,j �=i Ps,jLosss,j(x, y) +Nsδ2
. (6)

The vertical profiles of the distributions of SINR for any two
SeNBs are shown in Fig. 2. We define the minimum received
SINR as Λth. When the received SINR at UE k from SeNB i is
smaller than Λth, we assume that communication outage occurs
or the UE is not in the coverage of SeNB i. We find that there
always exists a balance location at the connecting line of any
two SeNBs, where a UE receives the same SINR from the two
SeNBs. This point is shown as the intersection of the respective
SINR curves. We assume that the coordinate of the balance
location is (x∗, y∗); thus, we have γ̂s,i(x

∗, y∗) = γ̂s,j(x
∗, y∗).

If the coverage areas of two small cells overlap or the SINR at

Fig. 2. Criterion of neighboring relationships. (a) Cells i and j are neighbors.
(b) Cells i and j are not neighbors.

the balance location exceeds Λth, we claim that the two SeNBs
are neighbors.

We define a matrix Λ to describe the neighboring relation-
ships of small cells in the whole network. The element of matrix
Λ can be defined as

Λ(i, j) =

{
1, if γ̂s,i(x

∗, y∗) > Λth

0, otherwise
(7)

where Λ(i, j) = 1 means cells i and j are neighbors, whereas
Λ(i, j) = 0 implies otherwise. Λth is a threshold variable that
can be adjusted. When the SINR at the intersection of the curves
exceeds Λth, the two small cells are considered neighbors.
Fig. 3 illustrates the cell clustering results with different Λth

for the same randomly generated scenario. The small cells that
have overlaps belong to the same cell cluster. The red curves
represent the coverage areas of cells in cochannel deployments,
whereas the blue curves indicate the coverage areas of cells in
orthogonal deployments. From Fig. 3, we can see that the size
of a cell cluster expands when Λth decreases, and some nearby
cell clusters might merge into new cell clusters. Consequently,
the number of the cell clusters varies for different Λth. We can
also notice that some small cells might stay out of any cluster
even when Λth changes because they are isolated from other
small cells. Since the deployment of the network is dynamic,
the cell clustering result might change from slot to slot.

If a small cell is the neighbor of any small cell in a cell
cluster, it is considered a member of that cell cluster. As a result,
finding the cell clusters is equivalent to finding the connected
subgraphs in a scattered graph. The algorithm for generating
cell clusters is shown in Algorithm 1. In this algorithm, a is the
index of a cell cluster, Nc is a variable that records the total
number of cell clusters, and C is an array to hold all indices of
the cell clusters.

Algorithm 1 Cell Clustering

Input: S, Λ.
Output: Nc, C.

1: Initialization: a := 1, Nc := 0, C(i) := 0, ∀ i ∈ S.
2: for ∀ i, j ∈ S and i < j do
3: if cell i and cell j are neighbors then
4: if Neither cell i nor cell j has been assigned to any

cluster then
5: Assign cell i and cell j to a new cluster a,

C(i) := C(j) := a.
6: a := a+ 1, Nc := Nc + 1.
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Fig. 3. Example of cell clustering with different Λth under different deployments. (a) Λth = 0 dB, cochannel deployment. (b) Λth = −4 dB, cochannel
deployment. (c) Λth = 0 dB, orthogonal deployment. (d) Λth = −4 dB, orthogonal deployment.

TABLE II
RELATIVE INTERFERENCE FOR DIFFERENT UES

7: else if Between cell i and cell j, one has been
assigned to a cluster, say a′ then

8: Assign cell i, cell j and their cluster members
(if any) to the same cluster a′.

9: else
10: a′ := min(C(i), C(j)).
11: Assign cell i or cell j and its cluster members

(if any) to the same cluster a′.
12: Nc := Nc − 1.
13: end if
14: end if
15: end for

B. UE Clustering

We consider the UEs in an arbitrary cell cluster as vertices of
a new subgraph with vertex set V and edge set E. Each element
of E corresponds to the interference relationship between the
respective UEs. We use a metric named relative interference
to describe the total interference impact of a MUE or SUE,
which is defined as the ratio of the received interference power
and signal power in the cell cluster. The metrics are denoted

by ρm,k and ρs,i,k for MUEs and SUEs, respectively. We
calculate the metric using the model of homogeneous Poisson
point process [26]. Based on this model, we give the definition
of relative interference for different UEs as listed in Table II,
in which Lossm,k indicates the path loss between MeNB and
UE k, and Losss,i,k represents the path loss between SeNB i
and UE k.

We define Sk as the set of cells in the cell cluster that
contains UE k. For cochannel deployments, we simply take
the macrocell as a member of the cell cluster that owns the
maximum number of small cells so that the macrocell can
achieve better coordination of interference with respect to other
cell clusters. We can also use other methods, e.g., putting the
macrocell in the cell cluster that is the closest one to the MeNB.
When Λth is small enough to include all small cells in a cell
cluster, cross-tier interference coordination occurs between the
macrocell and all small cells. However, in orthogonal deploy-
ments, without cross-tier interference, we only need to consider
the coordination among small cells.

The next task is to compute the weights of all the edges
in each subgraph of the network. The weight of an edge
represents the total relative interference at the two UEs k1, k2
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Fig. 4. UE clustering with a different number of UEs in different frequency deployments Λth = 0 dB. (a) Number of UEs per cell is 2, cochannel deployment.
(b) Number of UEs per cell is 4, cochannel deployment. (c) Number of UEs per cell is 2, orthogonal deployment. (d) Number of UEs per cell is 4, orthogonal
deployment.

corresponding to the vertices connected by the edge, which is
defined as

E(k1, k2) = E(k2, k1)

=

⎧⎪⎨⎪⎩
ρk1

+ ρk2
, if k1 and k2

are in different cells

ρk1
+ ρk2

+ Eth, otherwise

(8)

where ρk1
and ρk2

represent the relative interference at UEs k1
and k2, respectively, and Eth is the upper bound of the weights
in a UE cluster, which is set to limit the number of vertices in
each UE cluster. In theory, Eth is equal to infinity. However,
in practice, we set it to be a large enough value empirically
considering the accuracy of the computing system. From the
calculation method of E, it is obvious that any two vertices
from the same cell would not be assigned to the same UE
cluster. The reason is, when any two vertices from the same
cell are allocated to a UE cluster, the sum weight of that UE
cluster would definitely be larger than Eth. Therefore, to grow
a UE cluster, it can only choose one vertex from each cell and
continues to search for vertices from other cells.

We develop a subgraph clustering scheme to group vertices
of every subgraph into UE clusters with minimum intracluster
interference. The objective is to minimize the sum weight of
all UE clusters. In this way if we assign the same subchannels
to the UEs in the same UE cluster, the total interference is
expected to be mitigated. The UE clustering process starts from
a vertex randomly chosen from the subgraph. Iteratively, we
traverse the subgraph by adding a vertex from other cells that

minimizes the weight of the current UE cluster. When the sum
weight of all vertices of a UE cluster reaches the upper bound
Eth, the UE cluster becomes isolated, and a new UE cluster
starts to generate from the remaining vertices. Fig. 4 shows the
UE clustering outcome for different number of UEs per cell.
The UEs in each UE cluster are considered the vertices of the
subgraph and the vertices with the same color belong to the
same UE cluster in the subgraph.

The process of UE clustering is described in Algorithm 2.
V is the set of vertices that have not been assigned. At the
beginning, it holds all the vertices of the subgraph. The current
candidate UE cluster is represented by ζ, and ξ is the candidate
list that contains all candidate vertices to build the current UE
cluster. We define the generated UE cluster set as Φ, and each
element in Φ indicates a UE cluster in the subgraph.

Algorithm 2 UE Clustering

Input: V, E.
Output: Φ.

1: Initialization: ζ is empty, V contains all the vertices of the
subgraph.

2: while V is not empty do
3: Randomly choose a vertex v from set V, ζ := {v}.
4: Create a candidate list, ξ := V \ ζ.
5: while sum weight of ζ is less that Eth do
6: Find the vertex v′ from the candidate list ξ that

minimizes the intrapath sum weight of the UE
cluster.
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7: Candidate cluster, ζ := ζ ∪ {v′}.
8: end while
9: Remove the last vertex v′, ζ := ζ \ {v′}.

10: Remove all the vertices of ζ from set V, V := V \ ζ,
extract the vertices of ζ as a new UE cluster and save
it in Φ.

11: Reset ζ, ξ := {}.
12: end while

C. Subchannel and Power Allocation

The joint subchannel and power allocation is an NP-hard
problem that has exponential computational complexity [3].
We adopt a two-step scheme to separate subchannel allocation
and power allocation [27], [28], which has been proved to
be effective to reduce complexity while maintaining perfor-
mance in OFDM-based systems. In Algorithm 3, we present
a proportional fair scheduling scheme that iteratively assigns
subchannels to UE clusters, which achieves maximum average
UE throughput. The set of candidate subchannels for small cells
is Ns. In cochannel deployments, we have Ns = Nm = N.
The outcome of subchannel allocation is represented by set Ψ
with dimension 1 ×Ns, where subchannel n is assigned to the
UE cluster with index Ψ(n). Qcu denotes the number of UE
clusters in the cell cluster and the subchannels are assigned in

Ns/Qcu� rounds.

Algorithm 3 Subchannel Allocation

Input: Φ, Ns, Qcu.
Output: Ψ.

1: Initialization: round := 1.
2: while Ns is not empty do
3: while round <= 
Ns/Qcu� do
4: while Φ is not empty do
5: Let the selected UE cluster be φ, calculate

the average UE throughput of φ for each
subchannel and find the best subchannel n∗.

6: Save the index of UE cluster φ to the n∗th
element of Ψ and exclude φ from Φ, Φ :=
Φ \ {φ}.

7: Exclude subchannel n∗ from the subchannel set
Ns := Ns \ {n∗}.

8: end while
9: end while

10: Reset Φ.
11: round := round+ 1.
12: end while

Once we assign all subchannels among all UE clusters, we
use the water-filling method [4] to optimize power allocation
among all assigned subchannels in each cell. We finally cal-
culate the capacity of the whole network based on the results
of subchannel and power allocations. For the cells that have not
been assigned to any cell cluster, we conduct the same subchan-
nel and power allocation scheme in those cells separately.

D. Computational Complexity

Given that the number of small cells is S, the complexity
of cell clustering can be calculated as ((S−1)+(S−2)+ · · ·+
1), which is O(S2). We define the number of the generated cell
clusters as Nc, the average number of small cells in each cell
cluster as N̄cs, and M̄s as the average number of UEs in each
small cell. Then the complexity of UE clustering is (Nc(N̄cs −
1)[M̄s + (M̄s − 1) + · · ·+ 1]). Simplifying the expression and
considering the worst case, the complexity results inO(S2M2).
For subchannel allocation, each UE cluster from the sorted
list takes the best subchannel from the remaining subchannels;
therefore, the complexity for one UE cluster is (Ns + (Ns −
1) + · · ·+ 1). Therefore, the complexity of subchannel alloca-
tion algorithm is O(SN2). Finally, for power allocation using
water filling, the complexity is O(SN). As a result, the total
complexity of the graph-based approach is O(S2M2 + SN2).

V. DUAL-BASED APPROACH

We present a dual-based approach for orthogonal deploy-
ments, which can be easily extended for cochannel deploy-
ments. This part is dedicated to solving problem (2), which is
a nonconvex and NP-hard optimization problem. We can relax
the region of xs from {0, 1} to [0, 1] in C9; then, problem (2)
turns into a convex problem [29], in which the objective func-
tion is concave, and the constraints are all convex. According
to [25], the duality gap of problem (2) is zero when the number
of subchannels goes to infinity, which means that we can obtain
the optimal solution from the dual problem instead of the primal
one. Furthermore, the optimal solution can be obtained by
solving the Karush–Kuhn–Tucker (KKT) conditions [30].

The Lagrangian function based on (2) can be expressed by

L(ps,xs,α,β) =
∑
i∈S

∑
k∈Ms,i

ws,i,k

∑
n∈Ns

xs,i,k,nRs,i,k,n

+
∑
i∈S

∑
n∈Ns

βi,n

⎛⎝1 −
∑

k∈Ms,i

xs,i,k,n

⎞⎠
+
∑
i∈S

αi

⎛⎝Ps,i −
∑

k∈Ms,i

∑
n∈Ns

ps,i,k,n

⎞⎠
(9)

where αi and βi,n are the Lagrange multipliers, and ps,xs,α,
and β are the matrices that hold ps,i,k,n, xs,i,k,n, αi and βi,n,
respectively. We differentiate the Lagrangian over each ps,i,k,n;
thus, we have

∂L

∂ps,i,k,n
=

∑
i∈S

ws,j,kxs,j,k,n
∂Rs,j,k,n

∂ps,i,k,n
− αi

∀ i ∈ S, k ∈ Ms,i, n ∈ Ns. (10)

To obtain the optimal ps, we first optimize ps given xs and
α. Let the differentiation (10) equal to 0; we can get a set of
(11), shown at the bottom of the next page, with variable ps.
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TABLE III
SIMULATION PARAMETERS

Both (11) and the boundary constraint C12 in problem (2)
are part of the KKT conditions [30]. Due to the zero duality
gap between the primal and dual problems we claimed before,
we can obtain the closed-form power allocation for all the eNBs
by solving the KKT conditions. It is obvious that the number of
equations and variables in (11) are equal; thus, we can easily
solve the equations by transforming them into a least squares
problem [31]. The least squares problem can be solved in a few
iterations, and let the results be denoted by

p∗s,i,k,n=xs,i,k,nhs,i,k,n(xs,α) ∀ i ∈ S,k ∈ Ms,i,n ∈ Ns

(12)

where hs,i,k,n is a function of xs and α. In an OFDM-based
system, the power allocation has strong connection to the
subchannel allocation. Given xs,i,k,n = 1, we have p∗s,i,k,n =
hs,i,k,n(xs,α), while given xs,i,k,n = 0, we have p∗s,i,k,n = 0.

Substitution of p∗
s in the Lagrangian function L(ps,xs,

α,β) yields

L (p∗
s,xs,α,β)=

∑
i∈S

⎡⎣ ∑
k∈Ms,i

∑
n∈Ns

xs,i,k,n (ws,i,kRs,i,k,n

− αip
∗
s,i,k,n − βi,n

)
+ αPs,i +

∑
n∈Ns

βi,n

⎤⎦ . (13)

Next, we optimize L(p∗
s,xs,α,β) over xs. Finally, the

objective function of the dual problem can be expressed as

L(α,β) = sup
xs∈X

L (p∗
s,xs,α,β)

=
∑
i∈S

⎡⎣ ∑
k∈Ms,i

∑
n∈Ns

(
ws,i,kRs,i,k,n−αip

∗
s,i,k,n−βi,n

)+
+ αiPs,i +

∑
n∈Ns

βi,n

⎤⎦ (14)

where X is the solution space of xs. Accordingly, the dual
problem can be formulated as follows:

min L(α,β)

s.t. α � 0,β � 0. (15)

As we mentioned earlier, the duality gap between the primal
problem (2) and dual problem (15) can be ignored when the
number of subchannels is large. Consequently, we can achieve
an optimal solution (p∗

s,x
∗
s) by minimizing the dual problem

over α and β.
For α � 0, we have

L(α) = min
β�0

g(α,β) =
∑
i∈S

αiPs,i +
∑
i∈S

∑
n∈Ns

β∗
i,n. (16)

−
∑

j∈S,j �=i

ws,j,kxs,j,k,nps,j,k,ngs,j,k,ngs,i,k,n(∑
c∈S,c �=j

∑
q∈Ms,c

ps,c,q,ngs,c,k,n + δ2
)2

+ Γps,j,k,ngs,j,k,n

(∑
c∈S,c �=j

∑
q∈Ms,c

ps,c,q,ngs,c,k,n + δ2
)

+
ws,i,kxs,i,k,ngs,i,k,n∑

j∈S,j �=i

∑
q∈Ms,j

ps,j,q,ngs,j,k,n + δ2
− αi ln 2 = 0 ∀ i ∈ S, k ∈ Ms,i, n ∈ Ns (11)
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For any subchannel n in cell i, we can derive the minimum
of β∗

i,n according to

β∗
i,n(α) = max

k∈Ms,i

ws,i,kRs,i,k,n − αip
∗
s,i,k,n. (17)

Moreover, we can obtain the subchannel allocation decision
in each cell i, e.g., subchannel n is assigned to UE k∗(i, n),
which is determined by

k∗(i, n) = argmax
k∈Ms,i

ws,i,kRs,i,k,n − αip
∗
s,i,k,n

∀ i ∈ S, n ∈ Ns. (18)

Therefore, the subchannel allocation solution can be indi-
cated as

xs,i,k,n =

{
1, if k = k∗(i, n)

0, else
∀ i ∈ S, n ∈ Ns. (19)

As the final step, the problem is solved by searching the
minimum of L(α) in the feasible space region of α. We adopt
subgradient search to find the solution, and give the parameter
updating rule as follows:

αz+1
i =

⎡⎣αz
i −τzi

⎛⎝Ps,i−
∑

k∈Ms,i

∑
n∈Ns

pzs,i,k,n

⎞⎠⎤⎦+

∀ i ∈ S

(20)

where z is the iteration index, and τzi is the step size of each
iteration.

A. Computational Complexity

For the dual-based approach, the complexity can be calcu-
lated as (I1I2SNsM̄s), where I1 is the number of iterations
to solve the least squares problem, and I2 is the number of
iterations in the subgradient search. In the worst case, the
computational complexity is O(Imax

1 Imax
2 SNM), where Imax

1

and Imax
2 are, respectively, the maximum values of I1 and I2,

which are obtained from Monte Carlo simulations.

VI. SIMULATION RESULTS AND DISCUSSIONS

To validate the proposed graph-based approach, we present
numerical examples and simulation results here. In our simu-
lation setup, small cells are uniformly deployed in the typical
coverage area of a macrocell, as recommended by 3GPP [32]
considering the maximum transmit power of the eNB. For
example, if the maximum transmit power of the eNB is 46 dBm,
the typical cell radius is 289 m. The values of parameters are
chosen following the guidelines of 3GPP [32], and the primary
system parameters are summarized in Table III. We consider
Rayleigh fading to model the channels between eNBs and
UEs. We take the results from Monte Carlo simulations with
10 000 trials. In each trial, we generate the locations of SeNBs
and UEs randomly. We consider that the UEs move at a low
speed (< 3km/h), and the UEs are saturated with best-effort
traffic [33].

Fig. 5. CDF of network spectral efficiency under different Λth, the number of
small cells is 20, and the maximum transmit power of SeNB is 30 dBm.

A. Network Spectral Efficiency Under Different Λth

Here, we examine the network performance under different
Λth. First, we evaluate the performance of the graph-based
approach under cochannel deployments. Fig. 5 presents the
cumulative distribution function (cdf) of the whole network’s
capacity. The results show that when Λth decreases, the cell
clusters grow and the efficiency of the whole network increases.
In other words, when Λth is decreased, there is more coopera-
tion among the small cells so that the graph-based approach
plays a more important role to coordinate interference, which
results in better network efficiency. A similar trend is observed
in the orthogonal deployments. These results show the efficacy
of our interference coordination scheme.

B. Network Spectral Efficiency in Different Deployments

Next, we compare the network performance in two differ-
ent deployments. In cochannel deployments, macrocell and
small cells share all 64 subchannels, whereas in orthogonal
deployments, we preassign a number of subchannels for MUEs
and the remaining for SUEs. We simulate the scenarios when
the macrocell owns 16, 24, 32, 40, and 48 subchannels and
compare them with the scenario of cochannel deployments. The
cdfs of network efficiency for these scenarios are presented
in Fig. 6. The figure shows that cochannel deployments can
achieve better network efficiency compared to orthogonal de-
ployments in our system configuration. In orthogonal deploy-
ments, the network efficiency decreases with the increasing
number of subchannels assigned to the macrocell. Furthermore,
we compare the average UE spectral efficiency between the two
deployments in Fig. 7. The figure shows that the average MUE
spectral efficiency has positive correlations with the number of
subchannels dedicated for it, whereas the SUEs react in the
opposite manner. The increasing trend of average MUE spectral
efficiency and the decreasing trend of that for SUE are quite
close. However, due to the various numbers of UEs in the two
types of cells, the whole network efficiency differs a lot between
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Fig. 6. CDF of network spectral efficiency under different deployments,
Λth = 0 dB, the number of small cells is 20, and the maximum transmit power
of SeNB is 30 dBm.

Fig. 7. Average UE spectral efficiency under different deployments, Λth =
0 dB, the number of small cells is 20, and the maximum transmit power of
SeNB is 30 dBm.

the two deployments. We observe that the average SUE spectral
efficiency under cochannel deployments achieves a better per-
formance, even when only a small portion of subchannels are
assigned to the macrocell.

C. Comparison With Other Approaches

Next, we compare our graph-based approach with the pro-
posed dual-based approach, our former approach [18], and the
distributed approach without interference coordination. In the
distributed approach, we adopt the same subchannel and power
allocation method as in the graph-based approach and imple-
ment it in each cell, which is equivalent to the extreme case that
treats each cell as a cell cluster in the graph-based approach.
In Fig. 8, we observe notable performance improvements of
our three approaches compared with the distributed approach

Fig. 8. CDF of network spectral efficiency under different schemes, Λth =
0 dB, subchannels for macrocell is 16 in orthogonal deployments, the number
of small cells is 20, and the maximum transmit power of SeNB is 30 dBm.

Fig. 9. Average network spectral efficiency versus small cell number under
different schemes, Λth = 0 dB, and the maximum transmit power of SeNB is
30 dBm.

in cochannel deployments. It is obvious that the graph-based
approach achieves far better performance as the distributed
approach is completely ignorant of the cross-tier or the cotier
interference. Moreover, our graph-based approach achieves
better performance than our former approach [18]. Moreover,
the graph-based approach can achieve more than 90% of the
performance of the dual-based approach while incurring much
lower computation complexity, which is more suitable for real-
time implementation. We obtain a similar trend of performance
improvement in our graph-based approach under orthogonal
deployments. Fig. 9 compares the performance of the graph-
based approach with the other three approaches in cochannel
deployments when the number of small cells is increased. The
same number of UEs is assumed in the added small cells.
From the figure, with an increasing number of small cells, the
spectrum efficiency of the three approaches increases linearly
at first. However, when the deployment of small cells becomes
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Fig. 10. Average network spectral efficiency versus maximum transmit power
of SeNB under different schemes, Λth = 0 dB, and the number of small cells
is 20.

dense, the rates of increment decrease. We can observe that
the growth of spectrum efficiency with the distributed approach
decreases first, and the gap of the distributed approach and the
graph-based approach increases as the number of small cells
grows.

Finally, we compare the average network spectral efficiency
of the graph-based approach with the other three approaches
by varying the maximum power of SeNBs. In Fig. 10, we can
see that as the transmit power of SeNB is increased from 28 to
38 dBm, the average network spectral efficiency increases for
all the approaches, except that, beyond 34 dBm, the perfor-
mance of the distributed approach starts decreasing as the
network becomes interference limited. While the other ap-
proaches have much better performance than the distributed
approach particularly at a high level of maximum SeNB power,
the graph-based approach only slightly underperform the dual-
based approach but outperform the approach in [18]. We also
obtain similar results in orthogonal deployments.

VII. CONCLUSION

In this paper, we have presented a novel graph-based resource
allocation approach for OFDM-based HCNs. In our approach,
two types of clustering schemes, i.e., cell clustering and UE
clustering, are involved to mitigate the downlink cross-tier
and cotier interference. To show the efficacy and effectiveness
of the proposed graph-based approach, we have introduced a
dual-based approach to search for the optimal solution of the
formulated problem. We have conducted extensive simulations
and the results showed that significant improvement in spec-
tral efficiency can be achieved comparing with the distributed
approach without considering interference coordination both
in cochannel and orthogonal deployments. Furthermore, the
graph-based approach can obtain near-optimal performance
with much lower computation complexity. In the future work,
we will study the problem of uplink scheduling in HCNs, which
is a more challenging work, particularly when we consider

severe mutual interference in the dynamic system. Furthermore,
the combination of downlink and uplink scheduling could be a
good research item to further enhance system performance.
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